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1 TOPIC RELEVANCE

Robotic systems are likely to become increasingly ubiquitous but at the same time also increasingly complex. With this will come the need for them to be transparent and trustworthy for a broad range of users: people have to understand enough about a robot’s inner workings to assess when such systems can be trusted. The call for autonomous intelligent systems (AIS) to be transparent has recently become loud and clear (e.g., [19]) and currently is a pressing funding and research agenda. Some forms of transparency, such as traceability and verification, are particularly important for software and hardware engineers [2, 5]; other forms, such as explainability or intelligibility, are particularly important for ordinary people [3]. As artificial agents, and especially socially interactive robots, enter human society, the demands for such systems to be transparent and explainable grow rapidly. When people interact with a robotic system, they construct mental models to understand and predict its actions. However, people’s mental models of robots stem at least to some degree from their interactions with living beings. Thus, people easily run the risk of establishing incorrect or inadequate models of robotic systems, which may result in self-deception or even harm [23]. Moreover, a long-term study [18] showed that initially established (incorrect) mental models of an intelligent information system remained robust over time, even when details of the system’s implementation were explained and initial beliefs were challenged with contradictory evidence. This can easily result in people either under-trusting or over-trusting robotic systems.

Incorrect mental models of AIS can have significant consequences for trust in such systems and, as a result, for acceptance of and collaboration with these systems [20]. Several studies indicate that people distrust a robotic system when they are unable to understand its actions. When a robot fails to communicate its intentions, people perceive the robot not only as creepy or unsettling [22] but also as erratic and untrustworthy even when it follows a clear decision-making process [9]. Indeed, when a robot is not transparent about its intentions (i.e., not providing any explanations...
for its behavior), people may even question correct task performance and blame the robotic agent for its alleged errors [8]. In addition to such cases of distrust, incorrect mental models of AIS can also lead to the opposite situation. People sometimes over-trust artificial agents, such as when they comply with a faulty robot’s unusual requests [16] or follow the lead of a potentially inept robot [14]. When a system is able to explain, however, how it made classifications or arrived at a judgment, users will be able to understand the system’s behavior [6]. Furthermore, when a robot provides explanations of its own actions, people gather objectively more reliable information about the robot’s abilities and mental states [7, 11]. Consequently, people are able to build more accurate mental models of robots [23] and establish appropriate levels of trust in robots [17, 20].

This special issue features seven articles on the topics of transparency, predictability, and explainability in the context of human-robot interaction (HRI).

2 OVERVIEW OF INCLUDED ARTICLES

In “Building the Foundation of Robot Explanation Generation Using Behavior Trees,” Han et al. aim to fill a crucial technical gap in the plan explanation literature by extending a promising and expressive planning technique into the toolbox of explainable methods. A series of algorithms is presented for enabling plan explanation within the context of behavior tree-based robot controllers.

Three articles present empirical research to address a variety of issues with the goal to increase explainability in robotic systems. In “Back-Off: Evaluation of Robot Motion Strategies to Facilitate Human-Robot Spatial Interaction,” Reinhardt et al. evaluate strategies for mobile robots to convey their intention of yielding to pedestrians at bottlenecks. A video-based study explored the effectiveness of a robot’s back-off strategy, compared to three other motion strategies, to signal its yielding intention. The authors then investigated the efficiency of this back-off strategy in real-world human-robot encounters. The results from the video-based study indicate that participants found the back-off strategy more legible, and the lab study with real encounters revealed that a short back-off strategy enables more efficient pedestrian motion.

Moon et al., in “Design of Hesitation Gestures for Nonverbal Human-Robot Negotiation of Conflicts,” focus on robot movements as transparent indicators of hesitation in human-robot conflict negotiations. Based on a laboratory study identifying trajectory patterns observed in human-negotiating hesitation, the authors developed an artificial “Negotiative Hesitation Generator” for a robotic system. An online video study validated these hesitation behaviors and concluded that people perceive robot movements produced by the Negotiative Hesitation Generator as more hesitant, animate, and anthropomorphic than they perceive smooth stopping behaviors.

In “I See What You Did There: Understanding People’s Social Perception of a Robot and Its Predictability,” Schadenberg et al. report on the development of a method for measuring people’s perception of robot behaviors as predictable. An online video-based experiment tested several responsive actions of a robot. A lack of explanation or visibility of the robot’s behavior increased participants’ perception of the robot as incompetent, and the participants’ intolerance of uncertainty was associated with their perception of the robot as uncomfortable.

Three further articles provide theoretical insights into how to make robotic systems more explainable. In the first article, “Explaining in Time: Meeting Interactive Standards of Explanation for Robotic Systems,” Arnold et al. identify several criteria for designing explainable interactive robots. The article introduces a formal model of how to represent a robot’s tasks and actions such that they can be explained, with a special focus on temporal aspects and interpretability.

In “Explainable Embodied Agents Through Social Cues: A Review,” Wallkötter et al. provide a systematic literature review identifying four main motivations behind research on explainability, three categories of social cues that can be used to attain explainability, a number of algorithms
used for implementation, and three main measures of the effects of explainability on interaction with robotic agents.

Finally, “The Perceptual Belief Problem: Why Explainability Is a Tough Challenge in Social Robotics,” by Thellman and Ziemke, identifies the challenge to facilitate the attribution of appropriate intentional states, such as beliefs and desires, to robots as one fundamental mechanism in people’s ability to explain and predict robot behavior. The authors analyze the challenges involved in forming mental models of a robot’s perceptual beliefs, outline a general approach to studying such models empirically, and discuss potential solutions to the challenge of understanding a robot’s intentional states.

3 FUTURE DIRECTIONS

After the shift in the role of robots from tools to partners in collaboration [1, 13, 21], the next step is a deeper integration of robots into society [12, 15]. HRI research can aid in this endeavor by developing, applying, and evaluating knowledge about HRI as it unfolds in complex everyday contexts, involving a diversity of users. In such an endeavor, many social, ethical, and technical challenges must be acknowledged and addressed, and we see three main challenges and thereby opportunities for future work.

First, the central goals of intelligibility and justified trust will continue to occupy HRI researchers and designers. However, we must also probe the limitations of designing explainable (as well as explaining) systems to achieve understanding and trust. Some aspects of artificial agents cannot and need not be made understandable to everyday users (e.g., deep technical implementations), and in some settings explanations can hurt understanding (because they confuse) or damage trust (because they are disruptive, shallow, or superfluous). We must investigate when and for what purposes people demand explanations [6, 10] from robotic systems and when and by which means explanations engender trust. Further, human-human trust is often achieved by other means than explanations, so insights into these additional bases of trust will help assign explainability the proper role in successful HRIs.

Second, ethical questions of how people should design, deploy, and treat robots arise from the rapid deployment of autonomous systems in sensitive human environments, from eldercare and education to security and law enforcement. However, ethical discussions of autonomy, deception, or intimacy sometimes reveal divides among communities and cultures. Mere theoretical discussions will not resolve these divisions, but ethical questions can be combined with empirical research from the social, behavioral, and cultural sciences. As a result, we may better understand the norms and values of specific communities and domains of application, enabling the design of robots that are socially and ethically acceptable to those humans they support and collaborate with.

Third, integrating empirical science with computational and engineering efforts will be paramount in developing technical solutions that are human centered—that is, responsive to human needs, expectations, and abilities. Extensive empirical testing throughout the design and deployment process while including potential end users would also provide important short-term and long-term evaluations of the impact of robotic technologies [4], on human-robot as well as human-human interactions.

In closing, we would like to thank the authors, reviewers, and production staff who have contributed to this special issue. The present articles illustrate that empirical, theoretical, and technical investigations are all needed to help elucidate the deeply intertwined relations between technical solutions, psychological research, and ethical questions, which together will inform our current and future interactions with robots. It is our hope that the articles featured in this special issue will inspire further ground-breaking and interdisciplinary research on explainable, trustworthy, and generally human-centered robot systems.
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