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Abstract
To make Autonomous Intelligent Systems (AIS), such as 
virtual agents and embodied robots, “explainable” we need 
to understand how people respond to such systems and what 
expectations they have of them. Our thesis is that people 
will regard most AIS as intentional agents and apply the 
conceptual framework and psychological mechanisms of 
human behavior explanation to them. We present a well-
supported theory of how people explain human behavior 
and sketch what it would take to implement the underlying 
framework of explanation in AIS. The benefits will be con-
siderable: When an AIS is able to explain its behavior in 
ways that people find comprehensible, people are more like-
ly to form correct mental models of such a system and cali-
brate their trust in the system.

Introduction
The call for Autonomous Intelligent Systems (AIS) to be 
transparent has recently become loud and clear (Wachter, 
Mittelstadt, and Floridi 2017). Some forms of transparen-
cy, such as traceability and verification, are particularly 
important for software and hardware engineers (Cleland-
Huang, Gotel, and Zisman 2012; Fisher, Dennis, and 
Webster 2013); other forms, such as explainability or intel-
ligibility, are particularly important for ordinary people.
Explanation is arguably a three-value predicate: someone, 
a communicator, explains something to someone, an audi-
ence (Bromberger 1965; Hilton 1990). The success of an 
explanation therefore depends on several critical audience 
factors—assumptions, knowledge, and interests that an 
audience has when decoding the explanation. In this paper,
we focus on ordinary people as the audience and on one 
fundamental audience factor: the conceptual and linguistic 
framework within which people explain human behavior. 
We propose that explainable AIS must generate explana-
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tions within the conceptual and linguistic bounds of this 
framework.

Autonomous Intelligent Systems
Autonomous Intelligent Systems (AIS) come in many 
forms: some are strikingly human-like robots that move in 
social spaces, others are virtual assistants communicating
from a computer screen, and yet others are powerful algo-
rithms implemented in deep neural networks. Robots and 
virtual agents typically have numerous features that trigger 
human inferences of intentional agency (e.g., eyes, self-
propelled movement, contingent interaction) (Johnson 
2000; Premack 1990). We propose that people’s demands 
for explanation are most pressing for such salient inten-
tional agents, especially when they interact and communi-
cate with people in social contexts. Our analysis will there-
fore focus on AIS that people clearly treat as agents and 
that perform actions people consider intentional (e.g., mak-
ing decisions, offering suggestions). For those intentional
agents, we hypothesize, people will apply the same con-
ceptual framework of behavior explanation that they apply 
to humans; and they will expect AIS to apply this frame-
work as well. There may be a subset of AIS that people do 
not regard as intentional agents; and for those, they may 
apply a purely mechanical explanatory framework. We 
believe, however, that systems that are in fact autonomous 
and intelligent will almost always exhibit some indicators 
of intentional agency (e.g., initiative, planning, decision
making), and as soon as these indicators lead people to 
actually regard them as intentional agents, people will ap-
ply the human conceptual framework of behavior explana-
tion to them.

Human Conceptual Framework of Behavior 
Explanation 
A core component of human social interaction involves the 
explanation of one’s own and others’ behaviors. Behavior 
explanations provide people with meaning and understand-

Artificial Intelligence for Human-Robot Interaction
AAAI Technical Report FS-17-01

19



ing of the myriad of behaviors they encounter every day, 
and these explanations guide how people respond to, pre-
dict, and influence others’ behaviors. Scholars from many 
disciplines have converged on the insight that people’s 
ordinary behavior explanations are embedded in a funda-
mental conceptual framework, often called folk psycholo-
gy or theory of mind (Heider 1958; Horgan and Woodward 
1985; Premack and Woodruff 1978). Core concepts in this 
framework are agent, intentionality, and mind, and they are 
closely related (D’Andrade 1987; Malle 2005). Objects 
that appear self-propelled and behave contingently with the 
perceiver are taken to be agents (Johnson 2000; Premack 
1990) . For such agents, the perceiver is sensitive to face, 
gaze, and motion cues that reveal which of the agent’s be-
haviors are intentional (Dittrich and Lea 1994; Phillips, 
Wellman, and Spelke 2002). And these intentional behav-
iors perceived as caused by key mental states, such as be-
liefs, desires, and intentions (Malle and Knobe 1997a; 
Searle 1983).

Many studies have shown that people regard AIS as 
agents, treat many of their behaviors as intentional, and 
infer mental states from those behaviors (Harbers, van den 
Bosch, and Meyer 2009; Levin et al. 2013; Monroe, Dil-
lon, and Malle 2014; Voiklis et al. 2016). It is only a small 
step to posit that people will explain behaviors of an AIS
using the same conceptual framework they use to explain 
human behaviors. Moreover, people are likely to expect 
other people to also explain the AIS behavior in this way. 
It is a slightly larger but still reasonable step to posit that 
when people wonder why an AIS acted a certain way, they 
will expect the AIS to explain its own behavior using that 
same framework of agency, intentionality, and mind. 

In this paper, we briefly introduce past work on how 
people generally make sense of AIS, especially robots, 
then turn to our theoretically and experimentally grounded 
analysis of how people generally explain human behavior, 
and then develop implications of this analysis for how to 
implement explanations in AIS such as robots. In this way,
we provide a psychologically grounded frame for what it 
would take for AIS to be “explainable” to ordinary human 
beings.

Making Sense of Autonomous Intelligent
Systems

A considerable amount of previous work has focused on 
making AIS, and robots specifically, expressive and social-
ly aware (Hoffman et al. 2014; Huang and Mutlu 2012; 
Triebel et al. 2016). Although this has improved social 
engagement between humans and such systems, it does not 
necessarily improve the transparency of the sequences of 
actions such systems perform. Several studies in human-
robot interaction show that people readily use their experi-

ence of what people generally know to determine what 
robots “know” (Lee et al. 2010; Powers et al. 2005). In-
deed, when people interact with an AIS, they will inevita-
bly construct mental models to understand and predict its 
actions and lower their uncertainty experienced during 
interactions (Epley, Waytz, and Cacioppo 2007). However, 
people’s mental models of AIS stem from their interactions 
with living beings. Thus, people easily run the risk of es-
tablishing incorrect or inadequate mental models of artifi-
cial systems, which could result in self-deception or even 
harm (Wortham, Theodorou, and Bryson 2016a). Moreo-
ver, a long-term study (Tullio et al. 2007) showed that ini-
tially established (incorrect) mental models of an intelli-
gent information system remained robust over time, even 
when details of the system’s implementation were given 
and initial beliefs were challenged with contradictory evi-
dence.

Incorrect mental models of AIS can have significant 
consequences for trust in such systems and, as a result, for 
acceptance of and collaboration with these systems (Wang, 
Pynadath, and Hill 2016). Several studies indicate that 
people distrust an AIS when they are unable to understand 
its actions. When a robot fails to communicate its inten-
tions, people not only perceive that robot as creepy or un-
settling (Williams, Briggs, and Scheutz 2015) they also 
perceive such robots as erratic and untrustworthy even 
when they follow a clear decision-making process (Lomas 
et al. 2012). Indeed, when a robot is not transparent about 
its intentions (i.e., not providing any explanations for its 
behavior), people may even question its correct task per-
formance and blame the agent for its alleged errors (Kim 
and Hinds 2006). In addition to such cases of distrust, in-
correct mental models of AIS can also lead to the opposite 
situation. People sometimes over-trust artificial agents,
such as when they comply with a faulty robot’s unusual 
requests (Salem et al. 2015) or follow the lead of a poten-
tially dysfunctional robot (Robinette et al. 2016).

Under what conditions, then, will people have calibrated 
trust in AIS? One important condition is accurate 
knowledge of the AIS’s abilities and appropriate domains 
of performance; another condition is accurate knowledge 
of the AIS’s beliefs, goals, and plans (i.e., its “mental 
states”). When a robot provides explanations of its own 
actions, people gather more reliable information about abil-
ities and mental states (Kiesler 2005; Mueller 2016) and 
are therefore able to build more accurate models of that 
robot (Wortham, Theodorou, and Bryson 2016b). As a 
result, people will correctly calibrate their trust in such 
systems (Theodorou, Wortham, and Bryson 2016; Wang, 
Pynadath, and Hill 2016)). Thus, there should be little 
doubt about the value of making robotic systems transpar-
ent and explainable, and indeed about the value of robots 
that explain their own decisions and behaviors.
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Before addressing how to implement behavior explana-
tions in AIS, we first offer an analysis of what such expla-
nations should look like if they have the intended effect of 
increasing understanding, trust, and human-machine col-
laboration.

Ordinary Behavior Explanation
Many philosophers and psychologists agree that humans 
separate the entire realm of behavior into intentional and 
unintentional events (Heider 1958; Malle, Moses, and 
Baldwin 2001; Searle 1983). Likewise, many linguists 
count the concept of intentionality as fundamental to the 
way humans see the world, and linguistic forms of this 
concept have been found across all known languages 
(Bybee, Perkins, and Pagliuca 1994; Jackendoff and 
Culicover 2003). In short, the concept intentionality is the 
hub of people’s conceptual framework of mind and behav-
ior. We now sketch how this concept is constituted and 
how it lays the groundwork for people’s explanations of 
behavior.

People show a high level of agreement in their judg-
ments of events to be either “intentional” or “unintention-
al” (Malle and Knobe 1997a; Ohtsubo 2007). Intentional 
events are brought about by identifiable agents, and what 
makes the event intentional is that it is directly caused by
the agent’s reasoning and choice. Specifically, people’s 
concept of intentional action is constituted as follows 
(Malle and Knobe 1997a, 2001): Agents intentionally per-
form action A when they have an intention to A, have the 
skill to A, and have awareness of A-ing while A-ing. In 
addition, they form the intention to A on the basis of a de-
sire for an outcome O and the belief that A leads to O. All 
other events are “unintentional,” lacking the critical role of 
an intention as mediating between the mind and the action
(Heider 1958).

How Do People Explain Intentional Behaviors?
The concept of intentionality and its critical components 

of belief, desire, and intention lay the foundation for peo-
ple’s folk explanations of behavior, which come in distinct 
modes (Malle 1999, 2004, 2011). The primary mode of 
explaining intentional behaviors is by way of reason ex-
planations. These cite an agent’s reasons for intending to 
act or for acting intentionally. Reasons refer to the desire 
and belief components of intentionality but also often in-
clude informative background beliefs or desires in the con-
text of which the central belief-desire-intention reasoning 
occurred. Here are two examples:

(1) “Why did you start jogging?” – “Because I want-
ed to get in better shape [desire], and … I figured 
that jogging is going to help [belief].”

(2) She told me to stay away from the neighbors’ 
kids because she knew they were a bad influence 
on me [belief].

Unintentional behaviors, by contrast, do not stem from 
intentions and belief-desire reasoning; instead, they are 
explained by reference to a wide variety of causes, such as 
physiology (“She felt unwell because she had an infec-
tion”), behaviors (“He tripped on the last 100 meters be-
cause his opponent hit his knee”), or culture (“They were 
devastated by the slight because you don’t treat people that 
way in their country”). Such cause explanations of unin-
tentional behavior are conceptually no different from cause 
explanations of physical events such as rolling rocks or 
computers running out of battery; merely the kinds of 
causes differ. In none of these cases does anybody or any-
thing form an intention or make a decision (people don’t 
intend or decide to be devastated; computers don’t intend 
or decide to run out of battery).

Sometimes people explain intentional actions using two 
other modes (causal history of reason explanations and 
enabling factor explanations), either in addition to or in-
stead of reason explanations. For further discussion of 
these modes of explanation, see (Malle 2011; Malle et al. 
2000; McClure and Hilton 1998); here we focus on the two 

contrasting modes of reason explanations for inten-
tions/intentional actions and cause explanations for unin-
tentional events (see Figure 1).

Figure 1.  Basic schematic of two distinct modes of explanation 
people apply to intentional and unintentional events

Reason Explanations for Intentional Behaviors
Naturally, then, when we examine people’s explanations of 
AIS behaviors and when we design AIS to explain their 
own behaviors, reason explanations of intentional action 
are of prime interest. An AIS’s technical features, malfunc-
tion, or unintended effects require reference to causes in 
software, electronics, or physics; intentional actions will—
if people treat AIS largely like human agents—require ref-
erence to the unique category of “reasons.” Reasons are 
unique, and distinct from “mere causes,” in two ways 
(Malle 1999; Malle et al. 2000).
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First, reasons are considered to emerge from a unique 
reasoning process, moving from beliefs and desires to in-
tentions and intentional actions (which classic BDI archi-
tectures have already worked to implement). This process 
confers a form of rationality to the action: Considering the 
particular agent’s beliefs and desires, it makes sense for 
this agent to act this way; it is rational to do so. Second, 
reasons carry a form of subjectivity. People say, “His rea-
sons make no sense”; or they ask, “What were her rea-
sons?” (they don’t ask, “What were his causes for trip-
ping?”) When citing reasons, explainers select what they 
deem the critical steps in this particular agent’s reasoning 
process that led up to the agent’s intention or action. Rea-
son explanations are therefore akin to acts of perspective 
taking: capturing the agent’s subjective view of what made 
that action sensible. This becomes clearest when the expla-
nation cites a false belief, which explains the action truly 
from the agent’s subjective perspective, rather than in 
terms of objective reality (“Why is she carrying around the 
umbrella in bright sunshine?”—“She thought it would 
rain.”). By contrast, people offer cause explanations in an 
attempt to cite objective causal relations.

The two assumptions of rationality and subjectivity, 
when applied to AIS, demand certain capacities from such 
systems, ones that are by no means unusual. For one thing, 
people gladly grant robots rationality (Malle and Thapa 
Magar 2017), and rational thought is a hallmark of AI and 
robots (Parkes and Wellman 2015). For another, the as-
sumption of subjectivity does not involve any mysterious 
self-awareness; it implies merely that the explanation of an 
agent’s intentional action clarifies in what way the given
action furthers this agent’s desires in light of this agent’s 
beliefs (even false ones). As long as agents have beliefs 
and desires different from those of other agents and can act 
on their own beliefs and desires, explanations of AIS ac-
tions can be “subjective” in the relevant way.

When Do People Seek Behavior Explanations?
Before we move to the challenges of implementing the 
outlined framework of behavior explanation to the case of 
AIS we need to address one more question. When do peo-
ple explain behavior, and what behaviors are they most 
eager to explain? In short, people try to explain any given 
behavior (in self or other) if either (a) they themselves 
wonder why the behavior occurred or (b) they expect that 
someone else wonders why the behavior occurred. Case (a) 
leads to “private explanations,” and case (b) leads to 
“communicative explanations.” However, in both cases a 
wondering why initiates the process. People wonder why 
an event occurs if three conditions are met (Malle and 
Knobe 1997b): (1) the person is aware of the event, (2) 
does not yet (feel they) understand the event, and (3) finds 
the potential explanation personally relevant. As a result of 

these conditions, evidence shows (Malle and Knobe 
1997b), people are most interested in explaining other peo-
ple’s intentional and publicly observable events. At the 
same time, we know from numerous studies that people 
explain (and expect others to explain) those intentional 
observable behaviors by referring to unobservable mental 
states: beliefs, desires, and intentions (for a review, see 
(Malle 2011)). Thus, explainable AIS, too, must be ready 
to explain their intentional actions (planned or already per-
formed) by reference to their beliefs, desires, and inten-
tions; and they must be ready to do so when humans they 
interact with wonder why the robot performed a certain 
behavior.

Challenges in Implementing Behavior Expla-
nations in Autonomous Intelligent Systems

As AIS become more complex and ubiquitous, people will
increasingly demand that they provide explanations for 
their actions. When designing such explainable AIS, what 
kinds of challenges will we face? Below we consider four 
design challenges and discuss potential paths to meet these 
challenges.

The Language of Explanation 
The behavior explanations people expect of AIS will have 
to be in the language familiar to people as communicators 
and audiences of ordinary explanations. Suppose two peo-
ple are having a conversation and one of them suddenly 
gets up, in the middle of the other’s sentence, and is about 
to leave the room. It clearly wouldn’t be an acceptable ex-
planation to say, “I do this in order to maximize my re-
wards” or “Because it is the next step in my optimal poli-
cy.” The interrupted conversation partner is owed a polite 
“I am sorry” followed by an explanation with a specific 
goal, such as “I need to go to bathroom” or a relevant be-
lief, such as “I feel really sick.” People who interact with 
AIS will expect such explanations from the system itself 
(not from a manual or a help line), and in natural language. 
When a healthcare robot declines the care recipient’s re-
quest for an increase in pain medication, it might say, “I 
am not allowed to change your pain medication without 
your doctor’s consent, and I have not yet been able to reach 
her.” When a hotel guest enters her room, and finds a robot 
circling the bed, the robot might say, “I hope I am not dis-
turbing you; my duty is to tidy up your room.” Indeed, 
studies show that people prefer explanations given by AIS 
that are compatible with the intentional stance (Harbers, 
van den Bosch, and Meyer 2009)—that is, explanations
referring to beliefs, desires and other mental states that 
motivated their decisions. Explainable AIS should there-
fore have the ability to clarify their actions by offering the 
reasons for those actions—the goals, beliefs, duties, and so 
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forth, that motivate and justify the actions (Langley et al. 
2017; Broekens et al. 2010).

Distinct Classes of Behavior, Distinct Explanations
Our analysis of the conceptual framework of behavior ex-
planation suggests that two cognitive capacities must be 
present in any AIS that explains its behavior the way peo-
ple expect it to. First, the AIS must be able to distinguish 
intentional from unintentional behaviors (at least in itself 
but, ideally, also in other agents). Second, the system must 
be able to explain each of these classes of behavior in the 
expected way —unintentional behaviors with (mere) caus-
es, intentional behaviors with reasons. We can examine the 
prospects for each of these aims against the backdrop of 
BDI (Belief, Desire, Intention) agents, which are of course 
modeled after the folk-conceptual framework of mind and 
action (Adam and Gaudou 2016).

BDI agents have several goals (desires), and they select 
behaviors based on whether they satisfy a goal or sub-goal, 
given what the agent believes about the behavior and the 
current state of the world (Broekens et al. 2010). Whenever 
the agent undergoes such reasoning steps it can register 
that it attempted an intentional action. However, the agent
needs more than that to distinguish intentional from unin-
tentional behavior, because some attempts for intentional 
action do not succeed. The agent therefore needs to have a 
predictive forward model of the likely outcomes in the 
world if the intentional action succeeds; outcomes that 
don’t match the prediction are unintentional (either failures 
or undesired side-effects). In addition, the agent will need 
to track unintentional events that it causes in the absence of 
BDI planning (e.g., another agent pushes the AIS, and the 
AIS, while falling, damages property). These basic rules 
will need to be refined to account for complex, multi-
layered actions and for multi-agent caused outcomes, but 
in principle we see no obstacle for AIS to correctly classify 
their own behaviors in terms of the human concept of in-
tentionality.

Once they can distinguish unintentional and intentional 
behaviors, AIS will have to explain these two classes of 
behavior in distinct ways. Explanations of unintentional
behaviors (including errors or side-effects) will refer to 
individual or sets of causes. Such causes may be formal-
ized using causal models (Halpern and Hitchcock 2013; 
Sloman 2005), but they must still be translated into verbal 
representations so the audience readily comprehends them.
This will require expressive vocabulary, including con-
cepts of cause, omission, allowing, counterfactuals, and the 
like. By contrast, because BDI agents base their intentional 
actions on reasoning over desires and beliefs, they should 
be able to track these reasoning steps and therefore know 
in principle why they performed a particular intentional 
action (Broekens et al. 2010).

Selecting Relevant Explanations 
Even though the ability to track one’s reasoning steps is 

necessary and useful, it does not generate good behavior 
explanations. People do not want to hear a complete ac-
count of all the beliefs, goals, subgoals, or rejected actions 
that a system tracked. In conversations with humans as 
well as AIS, people prefer shorter explanations over longer 
ones, but also detailed ones over abstract ones (Harbers, 
van den Bosch, and Meyer 2009).This suggests that people 
keep some kind of relevance criterion in mind when they 
select and evaluate explanations. In the psychological liter-
ature, this is sometimes called the “causal selection prob-
lem”—the difficulty of selecting a small number of caus-
es/reasons that sufficiently explain the event in question 
(Hesslow 1988; Hilton 2007).

How do people solve this problem? They determine 
what exact question the audience is interested in (McClure 
and Hilton 1998); they take into account what their audi-
ence member already knows (Slugoski et al. 1993); and 
they offer elements of explanations that build bridges be-
tween presumed knowledge and novel information 
(Korman and Malle 2016). In short, they offer explanations 
that generate coherence in a knowledge structure of old 
and new information (Thagard 1989). Although creating 
such coherence in current AIS is challenging, the problem 
may be solvable if people’s conceptual framework of be-
havior explanation can be formalized and the missing ele-
ments in the structure, or the most informative additions to 
the structure, can be identified. We have seen earlier that 
reason explanations are based on structural relations be-
tween desires/goals, beliefs, and resulting intentional ac-
tions. These relations are often characterized as “practical 
reasoning arguments” (Walton 2015) and as conforming to 
a rationality principle (Malle 1999). There is reason for 
optimism that these structural relations can be formalized
(Atkinson, Bench-Capon, and McBurney 2006).

From Structure to Content 
Another major challenge, however, is the fact that structur-
al relations alone do not suffice; reason explanations also 
incorporate contentful information. Knowing that an agent 
had some desire that he believed could be fulfilled by some
action does not satisfactorily explain that action; what that 
desire was is critical for understanding the action. The 
proper relationship among contents of beliefs, desires, and 
actions requires there to be a large knowledge structure of 
associative, social, and causal relations (the dreaded 
“common sense”). Consider the following two explana-
tions, one consistent with “common sense,” the other one 
inconsistent:

(3) She took off her sunglasses because it was dark in 
the room and she wanted to better see what was 
going on. 
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(4) She took off her sunglasses because it was bright 
in the room and she wanted to better hear what 
was going on.

The reader is invited to write out the number of back-
ground beliefs that are necessary to deliver a complete de-
ductive argument in place of explanation (3). That number 
will be large but likely manageable. And if AIS are de-
ployed in reasonably constrained contexts, we may be able 
to provide many of the background beliefs necessary to 
comprehend and construct such explanations and let the 
system learn many additional ones.

It is clear that other challenges await, not the least of 
which are demands on natural language processing and 
pragmatic understanding under asymmetric knowledge 
conditions (e.g., when the explainer knows much more 
than the audience). Some technological capacities to sup-
port action explanations by AIS already exist, such as plan 
monitoring, conversational question answering, and storing 
and accessing of episodic memories (Langley et al. 2017).
Therefore, we are confident that formalizing ordinary be-
havior explanations is feasible, and implementing them 
amenable in AIS is technically possible. At the same time,
we believe that failing to take into account people’s con-
ceptual framework of mind and behavior would create in-
surmountable obstacles to the success of such implementa-
tions.

Conclusion and Outlook
When AIS explain their actions, people are more likely to 
form correct mental models of such systems, which ena-
bles them to calibrate their trust in these systems. We pro-
pose that AIS regarded by their users as intentional agents 
must generate explanations within the bounds of the con-
ceptual and linguistic framework of human behavior ex-
planation. In this paper, we have explored how this frame-
work can be applied to AIS in order to make such systems 
“explainable” and “transparent.” Challenges loom, such as 
designing the proper language of explanation, equipping
AIS with the cognitive capacities to distinguish intentional 
from unintentional behaviors, and the ability to select the 
most relevant explanation out of a potentially very large set 
of causes or reasons. However, we see no principled obsta-
cles to the design of AIS that meet these challenges.

Because our proposed approach to developing explaina-
ble AIS builds up the framework of human behavior ex-
planation, human judgments should also play a central role 
in the evaluation of AIS to become more transparent. Such 
evaluations would probe people’s perceptions of how natu-
ral, understandable, and appropriate a given explanation is,
or people’s level of trust they put in explainable (vs. 
opaque) AIS, including their willingness to interact with 
the system in the future. Objective evaluations would as-

sess people’s ability to calibrate their trust in an AIS as a 
function of the quality of its explanations and to form accu-
rate mental models of an explainable AIS’s capacities and 
expected actions. Additionally, future work will need to 
broaden the context of explanation and recognize that ex-
planations occur primarily in interpersonal settings, where, 
for example, people indicate to the AIS their confusion or 
gratefully acknowledge their newly gained understanding. 
If people reach such understanding, they will not only trust 
the AIS’s corresponding future action but also teach the 
agent if a given action was inappropriate or particularly 
laudable. This feedback will adjust the AIS’s beliefs or 
rearrange its goal priorities, thus making explainable AI 
teachable AI.
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